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Abstract We prove uniqueness of the viscosity solutions of the Dirichlet problem of the
spectral equation F'(u) = f(A[u]) = ¥ where A[u] is the vector whose components are
eigenvalues of a matrix associated with the unknown function u.
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1 Introduction

We consider in this paper the Dirichlet problem of fully nonlinear partial differential equa-
tions:

F(Du, D*u) = f(Mu]) = ¥(x) inQ, u=g ond<, (1)

where 2 is a bounded domain in R", f is a function of A and A[u] is the n-vector formed by
the eigenvalues of the Hessian matrix D?u or the matrix

1 pp . 2
M(p,A)y=—-PAP, P=] — —— thv=,/1 2. p=Du, A= D-u.
(p, A) 5 o+ v) withv =4/1+|p|*, p u u
2)

In the later case A is the principle curvature of the graph of u. Such a function f is generally
called a spectral function, see Lewis [10] for details. Two specific examples of f are

fO)=50)= D hijhip--hy for 1 <k <nand SH(h) =1, 3)
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The classical existence and uniqueness of such a problem have been extensively studied by
Caffarelli et al. [2], Invochkina [5], Lin and Trudinger [9], Ivochkina et al. [7] among other
authors. The existence and uniqueness of weak solutions in the viscosity sense of Crandall
and Lions [3] have also been well studied by Trudinger and some other authors. Urbas [15]
has also proved a non-existence theorem for the classical solutions of such a problem. The
uniqueness of the viscosity solutions of a general fully nonlinear equation was first obtained
by Jensen [8] but the conditions there are not satisfied by either Hessian equations or curva-
ture equations. Trudinger [13] proved a uniqueness result for (1) in the case infg ¢ > 0. The
uniqueness in the complete degenerate case v = 0 was published by Cranny [4] but there
was not complete proof. The rigorous proof of this result was done by the author [12] later.
The remaining case is the general degenerate case ¥ > 0 where ¥ is allowed to be positive
somewhere and zero otherwise. This problem is till open and the difficulty in answering it
is due to the lack of strong ellipticity and the absence of u variable in the function F which
are the key ingredients in establishing a comparison principle. Also the presence of x always
causes trouble in proving a comparison principle. We give an answer to this problem here to
bring this old question to an end.

To formulate the appropriate notion of weak solution, we define admissible cone I" of the
function f as a convex, connected cone, containing the positive cone and contained in the
half space > ; ; > 0 such that

fQ) =80 = for0<l<k<n. )

F={eR"|f}) =0}

The existence of such a cone is guaranteed if f is concave and f(0) = 0. We assume that f
is a continuous concave function satisfying f(0) = 0 and the following conditions:

fl fo4+wpn)> fQ)forallu>0and f(A+ p) > f(1) forall w > 0, provided . € T.
f2 f(tr) > ococast — ocoforany A € I'.
f3 Over smooth domain 2 and for y € C? and smooth g the problem

FfOu)=v in Q, u=g on IQ

has classical solution.
f4 The solution u of the equation f(A[u]) = v in €2 has the a priori bound

sup|D2u| <C
S‘Z/

where @’ is a compact sub domain strictly contained in  and C depends only on v and
dist(€2’, 992).

The conditions f3 and f4 are derived from various conditions of the classical existence theory.
The detailed conditions for Hessian and curvature equations can be found in the works of
Trudinger, Caffarelli, Nirenberger, Spruck Invochkina ans so on mentioned earlier.

The notion of viscosity sub-solution here is the standard one of Crandall and Lions [3],
that is, a USC function u is a viscosity sub-solution of (1) if # < g on €2 and for any xo € Q
and (p, A) € 3% Fu(xp) we have F( p, A) > ¥ (x9). However for super-solutions we adopt
Trudinger’s definition, that is, a LSC function u is a viscosity super-solution of (1) if u > g
on €2 and for any xo € 2 any admissible (p, A) € 8%~ u(xg) we have F(p, A) < ¥(xp).
Here a pair (p, A) € R" x S(n) is called admissible if the eigenvalues A of A in the Hessian
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equation case or of M(p, A) in the curvature equation case belongs to I' where M(p, A)
is defined by (2). A function u is a viscosity solution if and only if it is both sub- and
super-solution.

Theorem 1 Suppose that > 0 is in C*(), g is Lipschitz continuous and f satisfies the
conditions fl—f4. If u is a continuous sub-solution and v is a continuous super-solution of
the problem (1) then u < v in Q.

2 Sketch of the Proof of the Theorem

The following result of the author (see [11]) plays the crucial roll in the argument.

Lemma 1 Let u be an upper semi-continuous function over a bounded domain 2 of R".
Assume that argmax (u) < intQ2. Then for any ¢ > 0 and § > 0 there is an open subset
U C Qand a C* function ¢ such that u — ¢ achieves its maximum on U together with, for
eachx € U,

1 dist(x, argmax(u)) < 8¢ and diam(U) < Se;
2 A = D%p(x) is a negative definite matrix whose eigenvalues «; satisfy 0 > k; > —é for
i=1,2,...,n;
3 p = Do(x) satisfies |p| < e min |«;]|.
1

From the proof of this lemma in [11] one can see that for any sequence {u,} uniformly con-
verging to u the function ¢ and hence the magnitude of «; can be chosen to be independent
of n.

The following result (see [12]) about the continuity of the matrix (2) is also needed here.

Lemma 2 If (q1, A1), (q2, A2) € R" x S(n) satisfy
lg1l, lg2l <k and —kol <A} <Ay —ol <kyl 5)

for some positive constants ki, ky and o, then there are positive constants § and ¢y dependent
only on ki and ky such that

M(qi, A1) < M(q2, Az) —ciol
whenever
lg1 — q2| < do. (6)
Let us establish the comparison principle for the case that sub- or super-solution is in C2.

Lemma 3 Assume that f (L) satisfies conditions f1 and f2 and M is the principle curvature.
If u is a continuous sub-solution and v is a continuous super-solution of the equation

F(Du, D*u) = f(\ul) = ¥ (x) in Q
and either u or v is in C2(2) then u — v can not achieve a strict maximum in SQ.

Proof Suppose the contrary that # — v achieves a strict maximum at some interior point of
Q. Assume v € C2. Applying Lemma 1 to the function u — v we have (0,0) € 8> (u —
v — @) (x0)) at a maximum point xg of # — v — ¢ in the interior of Q. Since both v and ¢ are
in C% we have 3% u(xg) # . Let (p, A) € 8>tu(xo) and (¢, B) = (Dv(xo), D*v(xp)).
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Then p = g + Dg(xg), A < B + D2%p(xg) < B — ol with o = min{|«;|} and (p, A) is
admissible. It is obvious that A is also bounded below by —K [ for a constant K dependent
only on | D?v| because otherwise the negative eigenvalue of A with sufficient large magni-
tude will drag (p, A) out of the admissible cone. With the ¢ in Lemma 1 sufficiently small
we have |p — g| = |Dg(xg)| < ¢ < 60 for the constant § given in Lemma 2 which is
dependent only on K. Then by Lemma 2 we have a positive ¢ dependent only on K such
that M(p, A) < M(q, B) — c1o 1. It follows from condition f1 that

V(x0) = F(p, A) < F(q, B) < ¥(x0)

a contradiction.

Let us now consider the case that u is in C2, then 3>~ v(xo) # @. Taking any (¢, B) €
9%~ v(xp) we will have D?u(xg) < B+ D?*@(x9) < B — o I. This implies that B is bounded
from below. It is also bounded from above because of condition f2 and F (g, B) < ¥ (xp).
The remaining proof is the same as above. O

Corollary 1 The result of Lemma 3 holds true if ) is the eigenvalues of the Hessian matrix

of u.
Now we turn to the proof of the Theorem 1.

Proof Assume the contrary that u — v achieves a positive maximum at some interior point of
Q. Applying Lemma 1 to the function u — v we have a small open subset U C €2 and a C*®
function ¢ such that u — v — ¢ achieves its maximum in U. Without loss of generality we
can assume that U is a ball. Let X be any point in U where u — v — ¢ achieves its maximum.
Then we have

u—v=—9)oy < @ —v—9)X). @)

Now we slightly lift # and then mollify it to get a smooth u;, such that u;, > u on dU and
(7) still holds with u replaced by uj on the left-hand-side. By the assumption f3 there is a
classical solution u to the problem

SAlu ) =¢ inU, wu; =up ondU.

Since the classical solution u is also a super-solution we conclude, by Lemma 3, that u < u;
in U. It follows that

Wi —v—9)lav =wr —v—90)lou < @ —v—9)X) < (u; —v —@)X). ()

This implies that (#; — v — ¢) achieves its maximum in the interior of U. The remaining
proof is similar to that of Lemma 3. We only discuss the curvature case. We may further
assume that (1] — v — ¢) achieves its maximum in U; C U withd = dist(U;, dU) > 0. Let
X0 € Uj be a maximum point of (#1 — v — ¢). Then we have 8%~ v(xg) # ¥ so there is ajet
(g, B) € 8%~ v(xp) and (p, A) = (Duj(x0), D*u1(xp)) such that p = ¢ + De(xg), A <
B + thp(xo) < B — o l. By assumption f4 we have a bound for |D2u1| in U;. In terms of
this bound we have lower bound for B. This implies that all the negative components of B
are bounded. If some of the positive components of B is unbounded then by f2 we will have
a contradiction to f(A[B]) < . In this way, we obtain a bound for B in terms of |D%u .
With this bound we can now apply Lemma 2 as before to get M(p, A) < M(q, B) —cio1
provided |p — g| < do for a small constant § dependent only on supy,, |D?uy|. Recall that
p —q = Dp(xp) so |p — ¢q| < §o can be achieved if ¢ in Lemma 1 is chosen to be less
than §. From the proof of Lemma 1 we can see that, to decrease ¢ we should flatten ¢ by
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decreasing the parameter in it. Doing this we will only shrink U to get anew U’ C U so this
will not affect the argument above. Finally we have

V(x0) = F(p, A) < F(gq, B) < ¥(x0) (C))

and we get the conclusion because this is clearly a contradiction. O

3 Further remarks
3.1 Assumption on classical existence

The assumption {3 on existence of classical solution is almost automatically satisfied in most
of cases. For example, in the case of quotient curvature equation the following is the summary
of such a result by Ivochkina [6].

Theorem 2 Assume that

1 2R = diam < 00, Q € C*, 5,(3Q) > 0, g € C*(3N);
20<¢¥ <1/R inQ Y e C2(§), and forx € 0Q2 Y < S, 1(0€2).

Then there exists a solution u € C3t%(Q),0 < a < 1, to problem (1).

Applying this Theorem in our proof the conditions are automatically met. First, our Q2 is a
small ball so S,,,(0€2) > 0. Second, when ¥ € C 2(Q) we can always choose our ball U so
small that the curvature of the boundary is large enough. In this way, we will have ¢ < 1/R
in U and for x € U ¥ < S,,/(dU). To fulfill the requirement of 1 > 0 we can use ¥ +a
with a small positive constant in the construction of u,. In this end, we will have (9) in the
form

¥ (xo0) +a=F(p,A) < F(q, B) =¥ (x0)

which still produces a contradiction when a is small enough.

3.2 Assumption on interior estimates

The interior estimates of type f4 in various cases can be found in [14] and references wherein.

3.3 More general equations

We suppose that the result is still true for the more general class ¥ = v (x, u, Du) because
the argument carries over to such a case without any significant change, as long as v is
monotonically non-decreasing in . We will summarize the existence result for f3 and the
a priori estimate result for f4 in details in a in a forthcoming study.

3.4 Admissible cone

Our proof for the uniqueness works well also for some other class of equations where the
notion of admissible solution is not needed, i.e., we do not have to restrict A within the
admissible cone. One example of such equations is the prescribed mean curvature equation
which, in our setting, takes the form

fR=> =y
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This equation is not included in the general case of the curvature quotient equation because
f (&) is not concave. The classical theory of this equation has been thoroughly studied in liter-
ature but there are still new works on weak solutions, e.g., Amester et al. [ 1] where existence
and multiplicity of weak solutions in the distribution sense are obtained. Our result shows
that the viscosity solution of such equation is unique. The conditions f3 and f4 are always
satisfied over small balls. The additional assumption replacing the admissibility is that if all
the positive components of A are bounded from above then lim 3|~ f (1) < ming V.
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